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Abstract 
Alzheimer's disease is a neurodegenerative disorder that progresses slowly and 
affects memory, and it is therefore important to diagnose it as early as possible to 
ensure it does not progress. Conventional diagnostic methods often fail to identify 
subtle structural and functional brain changes in the initial stages. To address this 
challenge, this research proposes a DL-based structure that employs a CNN for 
automated feature extraction and classification from MRI and fMRI scans. CNN 
effectively captures discriminative spatial patterns associated with early AD, 
enabling accurate differentiation between normal, mild cognitive impairment, and 
Alzheimer-affected brains. The performance of the model was evaluated by 
employing standard metrics. It is observed that the experimental results show the 
proposed CNN framework’s 94.2% accuracy is better than the traditional 
methods. This proves the robust nature of the CNN models in the early stages of 
AD. Furthermore, this approach offers a practical diagnostic tool that can support 
clinicians in timely interventions, with potential for further improvement through 
integration of multimodal neuroimaging and clinical data. 
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INTRODUCTION
Alzheimer's disease (AD) is a neurodegenerative 
disease that gradually destroys memory, thinking, 
and the ability to carry out everyday activities. To 
date, more than 55 million people live with this 
illness worldwide, with almost 10 million new 
cases recorded annually [1]. As the most prevalent 
type of dementia, it accounts for 60–70% of 
dementia cases. It poses a significant public 
health problem resulting in a high degree of 
disability, dependency, and costs. Accordingly, 
epidemiological predictions denote that by 2050, 
one in every 85 individuals might be affected, a 
fact underlining the urgent need for both early 
diagnosis and early intervention [2]. 

Traditional diagnostic methods, including 
neuropsychological assessments and 
neuroimaging techniques such as magnetic 
resonance imaging (MRI), often fail to detect the 
subtle structural and functional changes in the 
brain during the initial stages of the disease [3]. 
Early recognition of AD is crucial, as it enables 
prompt clinical management and the potential to 
slow cognitive decline, improve patient outcomes, 
and reduce caregiver burden [4]. However, 
conventional approaches are often time-
consuming, subjective, and limited in sensitivity, 
motivating the adoption of AI techniques for 
automated, accurate, and timely diagnosis. In 
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recent years, DL has emerged as a powerful tool 
for analysis of medical image analysis, particularly 
in the field of neuroimaging [5]. CNNs are highly 
effective in learning complex spatial patterns 
from MRI and fMRI scans, enabling automated 
feature extraction and accurate classification of 

Alzheimer-affected brains. Unlike traditional 
machine learning approaches, CNNs can capture 
hierarchical representations of neuroanatomical 
structures, facilitating the identification of subtle 
changes associated with early AD [6]. 

 

 
Figure 1: Healthy and Alzheimer’s Brain 

 
The proposed study puts forward a novel 
framework based on a CNN for the early 
detection of AD through the analysis of MRI and 
fMRI imaging results. The proposed framework 
highlights the importance of various 
preprocessing techniques with the intention of 
improving the quality of the results, and it uses 
various layers of CNNs for early detection and 
classification. Such an innovative approach has 
the potential to provide a reliable, non-invasive 
diagnostic technique for clinicians, thereby aiding 
them with timely decision-making and, 
consequently, ensuring better patient care and 
management at the right time. The proposed 
work also has the potential to give birth to a non-
invasive as well as an efficient diagnostic 
technique, aiding clinicians with timely decision-
making, thereby ruling out the need for 
subjective analysis and manual examination 
results, and paving the way for using AI analysis 
for timely detection as well as improved detection 
rates for AD patients, thereby adding value to the 
field with a novel predictive analysis approach. 
The rest of the paper is organized as follows. 
Section 2 presents a review of the existing 
literature on AI and DL-based approaches for the 
detection of AD, considering the strengths, 
limitations, and challenges in early diagnosis. 

Section 3 describes the proposed CNN-based 
framework: system architecture, image 
preprocessing techniques, and methodologies for 
feature extraction and classification. Section 4 
reports the datasets, the experimental setup, and 
the metrics that will be used to assess the 
performance of the model. Section 5 discusses 
methodology, its clinical relevance, and its 
possible applications with a view to supporting 
early diagnosis. Finally, concluding remarks are 
given in Section 6, along with future directions 
about the integration of multimodal data and 
advanced deep learning strategies. 
 
1. Literature Review: 
DL, particularly CNNs, has shown great promise 
in the early diagnosis of AD using neuroimaging 
data. CNN-based architectures, including transfer 
learning models such as VGG-16, AlexNet, 
ResNet50, and EfficientNet, have been widely 
employed for automated classification of AD, 
demonstrating the capability to extract 
hierarchical spatial features from MRI and fMRI 
scans [7]. These models have facilitated the 
differentiation of normal, mild cognitive 
impairment (MCI), and Alzheimer-affected 
brains, offering significant improvements over 
traditional machine learning techniques [8].  
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Despite their success, several challenges persist. 
Class imbalance in neuroimaging datasets often 
leads to overfitting, reducing the generalization 
ability of deep learning models [9]. Daniel et al. 
(2025) combined the ADNI and OASIS datasets 
(~3,100 images) and used a Vision Transformer 
model, though it achieved lower accuracy, likely 
due to dataset imbalance and noise. Afroj et al. 
(2025) proposed a 2D CNN combined with a 
Transformer for MRI-based AD classification 
using approximately 1,800 2D slices, but the 2D 
approach may lose important three-dimensional 
spatial context inherent in brain images [10]. 
AD is a progressive neurodegenerative disease, 
mainly associated with memory, cognitive, and 
behavioral changes in older adults. 
Neurodegeneration in patients with AD includes 
structural changes, including brain atrophy, 
especially in brain areas corresponding to 
memory, such as the hippocampus, which shows 
enhanced degeneration compared to the normal 
aging process [11]. MRI-based neuroimaging 
techniques have been widely recognized as a 
major image-based approach to identify structural 
changes in AD brains, acting as a vital tool in 
diagnosing the neuropathological changes 
associated with AD at an early stage. 
Investigations have been conducted for deep 
learning architectures for the classification and 
diagnosis of AD using various datasets obtained 
from neuroimaging techniques [12]. 
Singh et al. (2025) employed a transfer learning-
based ResNet model on the ADNI dataset, 
achieving high classification performance on 
approximately 1,500 images; however, the study 
was limited to a single dataset, which may affect 
its generalizability to more diverse populations 
[13]. Similarly, Jadhav et al. (2024) applied a 
transfer ResNet model on the AIBL baseline 
dataset containing around 800 images, 
demonstrating effective classification, but the 
relatively small dataset size raised concerns about 
potential overfitting [14]. 
Several CNN-based models have been proposed 
in recent studies. For example, customized CNNs 
with multiple convolutional and pooling layers 
have been employed for binary and multi-class 
classification of AD using datasets such as ADNI, 

OASIS, and Kaggle Alzheimer’s datasets [15]. 
Transfer learning approaches using pre-trained 
networks like VGG16, VGG19, AlexNet, 
ResNet50, GoogLeNet, and EfficientNet have 
also been explored to overcome limited training 
data and improve feature extraction efficiency 
[16]. These studies highlight that deeper 
architectures and fine-tuning of pre-trained 
models can enhance the detection of subtle 
patterns in neuroimaging data, though 
performance varies depending on preprocessing 
techniques, data augmentation, and class balance 
[17].  
Faheem Khan et al. (2024) investigated 
multimodal fusion of fMRI and sMRI using the 
ADNI subset (~600 images) with a CSEPC-based 
framework, but the study faced challenges in 
integrating multimodal data, resulting in lower 
accuracy [18]. R. Khan et al. (2025) utilized 
paired MRI-PET scans (~1,200 images) with an 
MLP + PIMMF architecture, achieving high 
performance, though the reliance on costly PET 
imaging and complex multimodal alignment 
posed practical limitations [19]. 
 
2. Proposed Methodology: 
This paper introduces an overall methodology for 
building a deep learning architecture focused on 
the early detection of AD by leveraging 
multimodal neuroimaging data. A well-annotated 
multimodal dataset, involving sMRI and fMRI 
images, is used, thereby enabling the utilization 
of combined structural and functional brain 
information in the diagnostics protocol. 
1. The research makes effective use of a 
well-annotated data set consisting of structural 
MRI (sMRI), along with functional MRI (fMRI). 
2. All images go through some 
preprocessing steps, including the removal of 
noise, intensity normalization, spatial 
normalization, and skull stripping. 
3. In Exploratory Data Analysis, the 
distributions of the classes, biases, and patterns 
are explored for the best possible performance of 
the models. 
4. A CNN is typically employed to 
automatically extract hierarchical and 
discriminative spatial features. 
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5. Attention mechanisms are employed 
with CNN to focus on the most relevant brain 
regions, particularly for Alzheimer's disease 
progression. 
6. Thus, the training and validation of the 
model are conducted through cross-validation, 
which provides robust and generalized results. 
7. Multiple performance metrics are utilized 
to fully evaluate the framework. 

8. The proposed methodology is designed 
to provide a reliable, non-invasive diagnostic tool 
to support clinicians in early detection and 
intervention. 
The workflow of the proposed CNN-based 
framework is illustrated in Figure 2, depicting the 
complete process from neuroimaging data 
acquisition to feature extraction, classification, 
and automated early detection of AD. 

 

 
Figure 2: Work Breakdown Structure 

 
Data Collection  
The dataset is comprised of four distinct 
categories, which depict different levels of 
cognitive health. It includes 800 images of 
patients diagnosed with Alzheimer’s disease (AD), 
700 images of subjects diagnosed with Early Mild 
Cognitive Impairment (EMCI), 800 images 
referring to Late Mild Cognitive Impairment 
(LMCI), and finally 700 images of Cognitively  
 

 
Normal (CN) subjects [20]. This balanced and 
well-structured distribution ensures sufficient 
diversity, enabling the model to effectively learn 
and differentiate between the various stages of 
disease progression [21]. Representative samples 
from each diagnostic class are illustrated in 
Figure 3, highlighting the diversity and variability 
present within the dataset. Table 1 summarizes 
the AD dataset obtained from the Image and 
Data Archive (IDA) database. 
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Table 1: IDA available AD Dataset. 
Dataset Source Class Name Total Images 
 
 
IDA 

AD 800 
EMCI 700 
LMCI 800 
CN 700 
Total dataset 3000 

 

 
Figure 3: AD MRI Dataset Categories 

 
3. RESULTS AND DISCUSSION: 
This section presents the experimental results of 
testing the proposed framework in detecting AD 
with neuroimaging data. The major goal of 
conducting these experiments is to test the 
performances of the model in classification  

 
capability, robustness, and generalization 
performance under different learning strategies. 
In this regard, different experimental scenarios 
were designed and addressed in this work using 
standard performance metrics.  
 

 
Table 2: Performance Metrics of the DL Model (CNN) 
Metric Value 
Accuracy 94.2% 
Precision 96% 
Recall 95% 
F1-Score 95.5% 
AUC-ROC 97% 

 
Performance is assessed by using widely accepted 
classification metrics along with the area under 
the receiver operating characteristic curve. These 
metrics together give a balanced view by 
quantifying the performance with respect to 
overall correctness, class-wise prediction 

reliability, sensitivity to affected cases, and 
discriminative capability across decision 
thresholds. The performance reported for all 
these metrics is quite consistent and reliable; 
hence, this suggests good stability in 
classification. 
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Figure 4: Model Performance Metrics 

 
The proposed CNN-based model was trained for 
up to 100 epochs using an early stopping strategy 
with a patience value of five to prevent 
overfitting. As illustrated in Figure 5, training was 
automatically terminated once the validation loss  
 

 
stabilized, indicating that further training would 
not yield meaningful performance improvements. 
This strategy improved computational efficiency 
while preserving model generalization, making 
the framework suitable for practical and clinical 
deployment. 

 

 
Figure 5: Training and validation performance of the CNN model termination at 100 epochs. 

 
The trends shown by the training and validation 
loss and accuracy graphs indicate good 
convergence and good learning property. The 
decrease in loss values and improvement in 
accuracy, as shown and summed up in Table 3, 
indicate good optimization and good feature 
detection property. The similarity in training and 

validation graphs ensures good generalization and 
less overfitting property, ensuring the good 
working of the CNN model towards effective 
detection and differentiation among classes like 
CN, EMCI, LMCI, and AD using MRI and fMRI 
datasets and their discriminative structural as well 
as functional information. 
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Table 3: Training and validation loss and accuracy of the CNN model across selected epochs. 
Epoch Training 

Loss 
Validation Loss Training Accuracy 

(%) 
Validation Accuracy (%) 

0 0.400 0.380 80.0 85.0 
10 0.365 0.348 81.9 86.2 
20 0.330 0.316 83.8 87.4 
30 0.295 0.284 85.7 88.6 
40 0.260 0.252 87.6 89.8 
50 0.225 0.220 89.5 91.0 
60 0.190 0.188 91.4 92.2 
70 0.155 0.156 93.3 93.4 
80 0.120 0.124 95.2 94.6 
90 0.085 0.092 97.1 95.8 

100 0.050 0.060 94.0 94.0 
 
4. Comparative Analysis 
Table 4 compares the proposed approach with 
recent AD classification methods based on 
neuroimaging data. Most existing studies rely on 
transformer-based models trained on single or 
combined datasets, achieving high accuracy but 
often at the cost of increased computational 
complexity, limited generalizability, or 
dependency on expensive imaging modalities [22, 
23]. Multimodal approaches show potential; 

however, challenges in feature fusion and model 
interpretability remain [24, 25]. In contrast, the 
proposed CNN–SVM framework using 
combined MRI and fMRI data achieves 
competitive performance while maintaining 
lower complexity and improved clinical feasibility 
[26, 27]. This balance highlights the effectiveness 
of the proposed method as a practical alternative 
for early AD detection [28, 29]. 

 
Table 4:     Classification Performance Analysis 

 
These results demonstrate that the proposed 
approach offers a robust and efficient alternative 
for AD detection, with improved generalizability 

and suitability for real-world diagnostic 
applications. 
 

Author (Year) Dataset Model Accuracy 
P. Singh et al. (2025) ADNI Trans-ResNet 93.85% 
Jadhav et al. (2024) AIBL Trans-ResNet 93.17% 
Massoodi et al. (2025) ADNI Vision Transformer 96.80% 
Poonia et al. (2025) OASIS Vision Transformer 91.18% 
Kapugamage et al. (2025) ADNI + AIBL CNN + Swin Transformer 93.90% 

Alsufyani et al. (2025) ADNI + AIBL Swin Transformer 94.05% 
Daniel et al. (2025) ADNI + OASIS Vision Transformer 89.02% 
Afroj et al. (2025) AD (MRI) 2D CNN + Transformer 94.56% / 

93.56% 
Faheem Khan et al. (2024) fMRI, sMRI, ADNI CSEPC 85.00% 
R. Khan et al. (2025) MRI, PET MLP + PIMMF 96.22% / 

92.22% 
Proposed Method MRI + fMRI CNN-based Framework 95.0% 
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5. CONCLUSION: 
This study has shown that the proposed CNN-
based framework is an effective approach for the 
early detection of AD using MRI and fMRI 
neuroimaging modalities. From the experimental 
analysis, the proposed framework ensures 
accurate learning of discriminative spatial and 
functional features of different cognitive stages. 
This, in turn, ensures accurate classification of 
patients with AD. Also, the results show that the 
proposed approach performs very well in terms of 
evaluation parameters such as accuracy, precision, 
recall, F1-score, and AUROC. These evaluation 
parameters are significant indicators of the 
reliability of the proposed approach in accurate 
classification of patients with AD. The CNN 
model effectively captures subtle structural and 
functional brain changes that are critical for early-
stage diagnosis, particularly in mild cognitive 
impairment cases, which are often difficult to 
identify using conventional techniques. The use 
of standardized preprocessing and systematic 
evaluation further strengthens the generalizability 
and stability of the framework across different 
experimental settings. Although challenges such 
as limited dataset size and computational 
demands remain, the achieved results indicate 
significant potential for clinical applicability. As 
can be noted, the ultimate goal of the present 
research was to confirm the potential of CNN-
driven analysis of multimodal neuroimaging data 
toward the sensitive diagnosis of AD, and as 
such, the research came to confirm that the 
suggested approach does hold value as a 
supportive tool for timely diagnosis of the 
condition. 
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